
Performance Comparing of VASP on CLAIX-
2018 and SX-Aurora TSUBASA

Runtime, Energy Consumption, Performance Measurements, Analysis 

results of VASP on AURORA and on CLAIX18



VASP on Aurora vs. Claix18

Motivation

 VASP is an important code for users of RWTH Compute Cluster

 SX-Aurora TSUBASA is the architecture of interest for us

 Improving, reliability and productivity of High-Performance Computing on the

NEC CLAIX system

 Evaluation of different architectures with representative reduced 

Benchmark 

 Scalability

 Power Efficiency

 Discussing of metrics to make performance comparing of the

compute systems more fair and aware
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Compute Systems

• RWTH Compute Cluster CLAIX-2018
 Intel Xeon Platinum 8160 (SkyLake)

 2 sockets per node 

 48 cores per node

 2.1GHz

 Peak performance ~2.24TF per node

 Intel compiler 19.0, Intelmpi 2018

 Intel MKL

• NEC CLAIX
 Vector Host

 Intel Xeon Silver 4108 (SkyLake)

 1.80 GHz

 8 Vector Engines (cards) Type10

 8 cores

 2.45TF

 1.22TB/s memory bandwidth

 NEC compiler 3.0.7, NEC MPI 2.7.0, NLC 2.0.0

 FTRACE
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VASP

The Vienna Ab initio Simulation Package(VASP)

A copyright-protected software for atomic scale materials modelling, e.g. 

electronic structure calculations and quantum-mechanical molecular 

dynamics, from first principles. The basic methodology is density functional 

theory (DFT). (reference: https://www.vasp.at/)

VASP Version

• On RWTH Compute Cluster CLAIX-2018
 Self-built Version 5.4.4

• On SX-Aurora TSUBASA
 Version 5.4.4, patch from NEC
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VASP Benchmarks
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• Small case
 Running test data set for small 

number of processes 

 Start data for 15 ions

 Earlier termination of calculation

 LREAL=.FALSE.

 VE10: NCORE = 4

 Xeon: NCORE = 24

• Big case
 Representative but reduced 

data set from VASP users 

on CLAIX-2018  

 Scalable case

 Start data for 488 ions

 High termination criteria

 LREAL = Auto

 VE10: NCORE = 8

 Xeon: NCORE = 12/48/96
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VASP Vectorization
FTRACE Analysis results on four Aurora cards
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Comparing of Energy Consumption 
of VASP

 VASP needs some more time on Aurora

 VASP can be more efficient on Aurora in consumption of energy

 Energy consumption measurements

 No using of energy measuring devices

 Only using of performance monitoring tools

 CLAIX-2018

 Likwid measurements on one compute node with following groups 

 ENERGY for energy consumption

 FLOPS_DP for compute performance

 Aurora

 veperf for energy consumption and compute performance on VEs

 Likwid for energy consumption of VH 
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VASP Energy Consumption and 
Power Efficiency

9

Power = 
𝐸𝑛𝑒𝑟𝑔𝑦 𝑝𝑒𝑟 𝑛𝑜𝑑𝑒/𝑐𝑎𝑟𝑑

𝑅𝑢𝑛𝑡𝑖𝑚𝑒

𝑬𝒇𝒇𝒊𝒄𝒊𝒆𝒏𝒄𝒚 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑀𝐹𝐿𝑂𝑃𝑆

𝑃𝑜𝑤𝑒𝑟

SX-Aurora TSUBASA

Energy per card = VE Energy + 
𝑉𝐻 𝐸𝑛𝑒𝑟𝑔𝑦
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VE Energy  = Energy of one VE   
(from veperf)

VH Energy = SUM(Energy STAT + DRAM) 
(from Likwid)

𝑀𝐹𝐿𝑂𝑃𝑆 = 𝐴𝑣𝑔 𝑀𝐹𝐿𝑂𝑃𝑆 𝑜𝑣𝑒𝑟 𝑎𝑙𝑙 𝑐𝑜𝑟𝑒𝑠 ∗ 8
(from veperf)

Intel Xeon Platinum 8160 

𝐸𝑛𝑒𝑟𝑔𝑦 𝑝𝑒𝑟 𝑛𝑜𝑑𝑒 =

𝑆𝑈𝑀 𝐸𝑛𝑒𝑟𝑔𝑦 𝑆𝑇𝐴𝑇 + 𝐷𝑅𝐴𝑀

(from Likwid)

𝑀𝐹𝐿𝑂𝑃𝑆 =
𝑆𝑈𝑀 𝑀𝐹𝐿𝑂𝑃𝑆 𝑜𝑣𝑒𝑟 𝑐𝑜𝑟𝑒𝑠 𝑜𝑓 𝑜𝑛𝑒 𝑛𝑜𝑑𝑒

(from Likwid)
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VASP Power Efficiency
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Aurora
• Power 95-120 Watt per card incl. VH (Xeon is ~340 Watt per node)

• Power efficiency (MFLOPS/Watt per card) is better (1.3-2.05x)

• Energy consumption measurements include energy for VE and VH (CPU and DRAM)
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𝑬𝒇𝒇𝒊𝒄𝒊𝒆𝒏𝒄𝒚 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑀𝐹𝐿𝑂𝑃𝑆

𝑃𝑜𝑤𝑒𝑟

Power = 
𝐸𝑛𝑒𝑟𝑔𝑦 𝑝𝑒𝑟 𝑛𝑜𝑑𝑒/𝑐𝑎𝑟𝑑

𝑅𝑢𝑛𝑡𝑖𝑚𝑒
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Energy Consumption Measurements 
on Aurora
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#Cards Runtime 

Speedup

Energy 

Cards [kJ]

Energy

Host [kJ]

Energy Cards + 

Host part [kJ]

Power per 

Card excl. 

Host [W] 

Power per 

Card incl. 

Host [W] 

Power 

total [W]

1 1.00 195 128 211 112 121 121
2 1.80 208 73 227 108 117 234
4 2.85 240 52 266 98 109 436
8 3.25 364 43 407 85 95 761
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Conclusion

 VASP on Aurora

 Not much more time for solution

 Very high vector operation ratio and average vector length

 Much lower energy consumption 

 Higher Power Efficiency [MFLOPS/WATT]
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Thank you for your attention


